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Abstract

This paper addresses the issue of symmetry of rmagnomic shocks between the Baltic
States and Germany/Russia. It focuses on the Opti@urency Area (OCA) theory to
determine theeadiness of a country to participate in a monetaign. The main aim of the
study is to identify whether the Baltic States pmepared to join the eurozone according to
OCA theory. The study is based on a combinatioa $fructural Vector Autoregression
(SVAR) approach and the Kalman filter procedure aAssult, the authors identify that none
of the Baltic States are ready to adopt the eune. Hstonian convergence process is not yet
stable enough, Latvia shows very idiosyncratic beha, and Lithuania still experiences a
large Russian influence.

Keywords: SVAR, Kalman filter, structural shocks, euro, Bedtic States
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1 Introduction

Having regained their independence in 1991 andnigasticcessfully joined the
European Union in 2004, the Baltic States now taw&her major integration challenge: euro
adoption. Although the euro implies many benefitsthe small and open Baltic economies,
one should also consider the fact that those ksnefil outweigh the costs only if the Baltic

States constitute an Optimum Currency Area withetln®zone.

OCA theory states that the economies forming a taopeinion should be well
aligned; otherwise, they will experience costlyustiinent processes in case of asymmetric
shocks which are deviations from the long term ldgjiim values of macroeconomic
variables. Thus, it is important to assess whdtieBaltic economies satisfy the OCA
convergence requirement to evaluate their readiioessiro adoption. Consequentbyr
research question is: what is the degree of synukegion of structural shocks between the
Baltic States and Germany/Russia. The sub-quesfitre study is: how has this correlation
of structural shocks evolved over tinkbgh and stable correlation of macroeconomic skock
would imply readiness to adopt the euro. Althouglprecise definition of high correlation

exists, most of research papers specify the coioelaf 30-50% as sufficient.

In this research paper the authors use a SVAR apbro extract structural
macroeconomic shocks between the Baltic StateGanchany and Russia as well as to
obtain a structural decomposition of the impulspomse functions. Russia has been
determining the development of the Baltic econorfoeseveral decades, whereas Germany
is the chief economy of the European Union. Conmggithe correlation of the Baltic States
with these two large economies will allow us to erstiand whether the Baltics were able to
reorient themselves from Russian influence tow#rdsurozone. Next, the authors apply the
Kalman filter procedure to obtain time varying daagénts, which describe the dependence
of shocks between countries over time. Combinimgehtwo methods will allow us not only
to estimate the correlation of the shocks but tdsamalyze whether the Baltic States have a

clearly identifiable time trend in their convergenmrocess with Germany.

The authors show that although convergence prosésse started in all three
countries, none of the Baltic States have econosatése enough to be ready to join the
EMU. The main finding is that though Estonia hass ltiighest correlation with the eurozone,
its real convergence with Germany is not suffidigastrong. Latvia has shown very

idiosyncratic behaviour and needs to stabilizedsnomy first. The Lithuanian economy is
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still significantly influenced by Russia due to li#sge trade relationship with it.

The novelty of this study lies in the fact that thehors are the first to apply the
SVAR methodology in combination with the Kalmartdil procedure to all three Baltic
States and to analyze in parallel the impact df lig¢rmany and Russia in different time
periods. To the best of our knowledge, the metHaddividual SVAR specifications for
each country was not applied to the Baltic Statderke as well. Additionally, since the time
period in our data spans several quarters intcuhent crisis, this is a unique opportunity to
assess the robustness of the convergence proegssast the background of global

macroeconomic changes.

The rest of the paper is structured as followstiGe¢wo provides review of
literature on the OCA theory and research on tHedB8tates. Section three is devoted to the
theoretical framework and methodology descriptlaction four includes data analysis
procedure and empirical findings. Section five pres discussion on all three Baltic

countries. Finally, section six contains concludiegarks.

2 Literature Review

The aim of this section is to acquaint the readénr the development of the Optimum
Currency Area (OCA) theory as well as to preseceémeresearch in this field. The authors
describe the origins of OCA criteria, including #medogeneity hypothesis as well as the
OCA related academic discussion on the Europeandfo and Monetary Union and
Eastern Europe.

Origins of OCA Theory

The conceptual framework of the methodology usethbyauthors is based on the
Optimum Currency Area (OCA) theory first develogsdMundell, 1961. The idea proposed
by Mundell is that idiosyncratic shocks are vergtbpfor individual countries in the
monetary union, because a country cannot respotidmanetary and exchange rate policies.
A government can pursue only fiscal policy in orttestabilize the economy once it has

joined a common currency area.

Another important criterion for the OCA introducleg Mundell (1961) in his first
seminal paper was international factor mobilitythaemphasis on labour migration. He
proposed that international factor mobility cansken as an effective substitute for an

exchange rate mechanism. He also mentioned thastinal and geographical dimensions as
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well as the level of technological developmentiargortant for a country to be better aligned

with the other participants in a given monetaryouni

Further, McKinnon (1963) suggested that to beriedin joining a monetary union a
country has to have a high degree of opennesslsdeasgued that wage and price rigidity
with respect to the real exchange rate fluctuatayedess problematic for open economies.
Additionally, he was concerned with the fact thaiadl economies can be very vulnerable to
exchange rate fluctuations and therefore advodatediea that small countries’ currencies

should be fixed to stronger ones.

Additionally, Kenen (1969) pointed out the impoxtarof the degree of product
diversification; because the more differentiatedldpicts a country manufactures, the less it is
subject to sector specific shocks. He also sugdest@ablishing a system of fiscal transfers
which would help to equalize shocks in the commamency area.

Lately, possible additional criteria were mentiongatch as economic policy
preferences and development of inflation rate (DBO00). Carlin, Glyn and Van Reenen
(2001) argued that high inflation results in thesl@f competitiveness due to an appreciating
real exchange rate. Therefore, an external coorddilater needed to regain

competitiveness.

Endogeneity of OCA Criteria

Recently, a new subfield has evolved in the litee disputing whether satisfying all
criteria ex ante is a decisive factor for succdgstticipation into a common currency area.
In 1973 Mundell proposed the idea that the morerbgeneous countries are the more
optimal risk sharing exists among them. This wasfittst deviation from his 1961 theory,
which put significant requirements on the countrigshing to join the common economic

Zone.

Much later, Frankel and Rose (1997) developedideia and postulated that the
correlation in business cycles and the degreeadttobpenness are jointly endogenous
variables. In their research they found that grestachronization in business cycles will
actually be achieved onbfter the country enters a currency union rather thdorbehat.

This finding was supported by further research tankel and Rose (1998, 2002), and Rose
(2000, 2004).

As summarized by Akiba and lida (2009), the follogvaspects motivate self-
fulfilment of integration into the common currenasea: 1) decreased transaction costs, 2)
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decreased real exchange rate volatility as a re$ufiore flexible wages and prices, 3)
increased capital mobility stemming from more depeld financial markets and 4) more
efficient allocation of scarce resources among ti@sforming the monetary union. Hence,
Akiba and lida concluded that a country has a highebability to satisfy the criteria for
entry into a currency uniogx postrather tharex ante This finding also became known as

the endogeneity of OCA criteria or “pro-synchrotiaa’ hypothesis.

However, the research world was not unanimous aheutndogeneity of OCA
criteria. For example, Krugman (1993) argued irofavof the “anti-synchronization”
hypothesis. He stated that with further integrationntries feel more need for openness and
trade. The interdependence promotes Ricardiana@ation as countries concentrate on
producing the goods they have more comparativerddge in. Therefore, business cycles of
individual countries become less correlated whilecks become more asymmetric showing
the reverting trend of OCA endogeneity. His viewsvgapported by Bayomi and Eichergreen
who earlier found (1992) that the USA is a moregnated common currency area than the
EMU, but the USA also has higher asymmetry of dedrelrocks as a result of regional

specialization.

Kalemli-Ozcan et al. (2001) also argued that highelfare levels can be achieved if
business cycles are less integrated. Furthermaenéh (2000) and Hughes Hallett and
Piscitelli (2001) proved that increased trade dussecessarily result in declining
asymmetric shocks.

To conclude this sub-section, the authors woulel ilkemphasize that the OCA
concept is relatively young (less than 50 years), the discussion on the correct application

of the theory continues up to this date.

The Economic and Monetary Union of the European Urdn

The creation of the Economic and Monetary Unio©989 has stimulated a particular
interest in the OCA theory. The EMU was by any measeen as the largest experiment in
the field of international monetary policy. It wagdely recognized that the EMU did not
meet conditions for the common currency area atithe it was created. However, the

endogeneity of OCA criteria was promoted as thefjesfor the monetary union in Europe.

The findings on the EMU compromise each other sonest However, the majority
of researchers agree that to a certain extent cgeamee among European countries was
achieved. Thus, even before the creation of the,éntis and Zhang (1995) proposed that
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the formation of the Exchange Rate Mechanism prethottegration of European markets.
Fidrmuc in 2001 proved that convergence in the pe@ao business cycles is caused by
increased trade intensity. The findings were complated by Babetski (2004) who
researched the correlation of structural shocksfamad partial support for Rose and
Frankel’s proposition of 1997. Later, Tondl ana@i$taru-Siedschlag (2006) studied EU
trade intensification more deeply and found thatad a strong positive effect on the
synchronization of local business cycles, wheredastrial specialization and exchange rate
uncertainty were drivers of divergence. His coniciisvas that endogeneity of OCA criteria
holds in terms of demand shocks, whereas the picswstill unclear for supply shocks.
Baldwin (2006) disagreed with the previous findiagsl was able to accept only the modest

impact of the euro on international trade.

To summarize the knowledge on the common curreres, ®e Grauwe and
Mongelli (2005) looked at the various benefits ofa@adoption in a European Central Bank
working series paper. They pointed out that, dftercreation of the euro, prices in the euro
area became more homogeneous, there was moréhaskg liquidity and the depth of
financial markets increased in combination with ioyed labour market flexibility. The
effect of the euro on trade as well as expectecklaiion among structural shocks was still

seen as ambiguous. Overall, they concluded thduthee of the euro looked promising.

Turning to the most recent research, Warin, WunmanhJanicki (2009) have
estimated the model which incorporates Heckschdir®ariables, European convergence
variables, and interactions between them for thelkldountries. Their results support the
view that Europe is slowly becoming an optimum enay area especially with respect to

capital allocation which corresponds to Mundethikory of Optimum Currency Area (1973).

Finally, additional attention is paid to the soledlMaastricht criteria which are used
to officially assess the readiness of a country to join the &hecriteria are set by the

Treaty of Maastricht and include the following:

* Government budgetary positiofihe budget deficit 12 months prior the date of

assessment should not exceed the reference vaB#% of GDP;

* Public debt Public debt 12 months prior to the date of ageess$ should not exceed

the reference value of 60% of GDP;

» Inflation: Annual inflation 12 months prior to the date sfassment should not

exceed the reference value defined as the avenflggan rate of the three EU
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member states (not just EMU members) with the Iowdkation by more than 1.5

percentage points;

* Interest rate The nominal long-term interest rate 12 monthermo the date of
assessment should not exceed the reference valhe aterage nominal long-term
interest rate of the three lowest inflation cowedrby more than 2 percentage points;

e Stability of the exchange rate: A country has to participate in the ERM II for at least two
years. During this time it should not allow currency fluctuation in excess of set margins
and should not devalue on its own initiative;

e Independence of the Central Bank of the country ensures the independence of monetary
policy of the fiscal means and political issues

(The Treaty on European Union, 1992).

Though the roots of Maastricht criteria are supddsebe found in the optimum
currency area theory, they only deal with the atspettnominal convergence and are mainly
concentrated on targeting inflation. In the reseavorld they are seen as a tool for enforcing
fiscal discipline and preparing the country foroamenon monetary policy (Artis, 2003).
Additionally, the arbitrariness of criteria on deltd governmental deficit was proved by
Buiter, Corsetti, and Roubini back in 1992. ThusaWstricht criteria are useful for preparing
a country for the entrance into the EMU; howeueeytdo not necessarily motivate economic

convergence in the real terms.

Consequently, in this paper the authors focus eMQRA theory per se as the

determinant whether the country is really fit teradluce the euro.

The Case of the Baltic States

Further, the authors turn to the expansion of th@pgean Union in 2004, when ten
new states joined. By doing this, the new EU-membearve committed themselves to
participate in the European Economic and Monetaripil after they have satisfied the
Maastricht criteria. The Baltic States were threéthose ten new members and became
participants of the Exchange Rate Mechanism lltl@mone hand, being small and open
economies the Baltic States hoped to benefit bByigbining the euro. On the other hand,
some of the benefits were already captured byixieel exchange rate and, additionally, the
countries were below the average of the Europeaaridn their economic development. The
latter fact caused so-called Balassa-Samuelsoat efifel resulted in higher inflation rates as

an evidence of the catch-up process. Addition#lg,Baltic States experienced large



Kristine Vasiljeva, Karolis Jasinskas 7

economic reconstruction after regaining independdérmn the USSR; therefore, they had a

high probability of experiencing asymmetric shoBabetski, Boone and Maurel, 2002).

The interest in Estonia, Lithuania, and Latvia @aged again with the current crisis,
especially taking into account the measures Ldtagtaken to avoid change in the peg of the

lat to the euro and Estonia’s application for jomthe eurozone in 2011.

However, despite the topicality of the issue, itexdture on the Baltic States is fairly
contradictive. Back in 2003, Jan Fidrmuc (2003 uadythat at that time new EU candidate
countries were not ready for the EMU, since thasibess cycles were not sufficiently
correlated. He viewed the EMU as a great internatiproject and a beneficial initiative for
the long-run; however, he emphasized that it woldviser for the newcomers not to run
into the euro before they could achieve sufficervergence. His view was partially
supported by the earlier paper of Babetski, BoarteMaurel (2002), who found the
increased correlation of demand shocks, but thergence of supply shocks of the new
states with the euro area. Later in 2004 Fidrmwtkorhonen proposed that the Baltic
counties were the most distinct members of the &thay were still significantly dependent
on Russia. Using structural VAR analysis Horvatt Rafai (2004) concluded that the
correlation between shocks in NMS and in the Ehigf, whereas Fidrmuc and Korhonen
(2001 and 2003), and Frenkel and Nickel (2005)nitfind any significant synchronization.
At the same time using a similar approach Eickmanetr Jorg Breitung (2006) found that
only Estonia is an appropriate candidate for thre @one out of three Baltic States, and this

claim was supported by the later work of Fidrmud Korhonen (2006).

By contrast, other authors investigating real ergearate movements suggested that
the Baltic States were ready to adopt the eurov&tbr(2005) examined exchange rate
volatility and pressures in the new accession a@s)targuing that they are quite well
aligned with the euro area, especially Estonia.aCalp, Ciferri, and Girardi (2008) found
that the general purchasing power parity held fiaheee Baltic States. Moreover they stated
that there had been a significant real convergemtee euro and the Harad-Balassa-
Samuelson effect played only a modest role.

The abovementioned approach is discussable asallie Btates have already given
up their exchange rate mechanism by pegging themcies. Consequently, the largest
amount of literature on the Baltic States is reldtethe investigation of structural shocks, but
the findings still contradict each other, dependnghe time span and model used.
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Studying the evolvement of correlation in structwt@ocks over time also gave
contradictory proposals. Babetski et al. (2004¢drined that supply shocks do not converge
due to the presence of Balassa-Samuelson effethe/game time, they found that demand
shocks become more integrated over time, indicagagsynchronization. Artis et al. (2004)
and Darvas and Szapary (2005) found that the etiwal coefficients increase over time.

However, Mikek (2006) was not able to identify dimye trend.

Darvas and Szapary (2007) employed deep SVAR asalps investigated the
correlation between major expenditure and sectanaponents of the Gross Domestic
Product (namely, private consumption, investmeskports, imports, industrial production,
and services). They actually found that the B&tates are the least integrated group of
countries among the new EU members, supportingdhlesr view of Firdrmuc and
Korhonen. To provide a better overview of the firghi, Table 1 below summarizes the main

results from the OCA theory related research orBiiéc States.

As discussed, disagreeing findings in the liteepwse the natural need for
identifying the true degree of convergence asstihgortant political and economic
implications. The most recent methodology estingasiynchronization of supply and demand
shocks for the new accession countries was dewvelop®likek (2007). However, he
omitted the Baltic States in his research dueeacsthall size of their economies. Therefore,
our aim is to apply this methodology to the Battmintries to clarify the degree of their
alignment with the eurozone and to judge the ressdiof the Baltic States to adopt the euro.
Moreover, the authors are going to compare thadB&atates with the Russian federation to
fill in the gap created by undersized attentioth®individual features of the Baltic States in

terms of their historical connection with Russidha western research world.
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Table 1Previous findings on the case of the Baltic States

Author Method used Countries studied Control cou(as) Russia Results
Nabil (2008) Hodrick-Prescott (HP) Bulgaria, Croatia, | the euro area notincluded |« shocksare asymmetric in the Baltic
filter; Estonia,Hungary, States and the euro area;
Latvia, Lithuania, + Estonia has the highest supply shock
SVAR Malta, Poland, correlation coefficients with the
Czech Republic, EMU;
Romania, Slovakia » demand shocks are found to be
Slovenia harmonized with the euro area also
for other countries.
Jurgutyte (2006) | SVAR Lithuania the euro area muiuded |« positive business cycle correlation in
2002-2005;
* increasing synchronization in the
euro area;
* partial confirmation of the
endogeneity of OCA theory.
Eickmeier and SVAR Poland, Estonia, | EU-12 notincluded « Estonia is a suitable candidate for the

Breitung (2006)

Latvia, Lithuania,
Czech Republic,
Slovakia, Hungary,
Slovenia

EMU, having a similar industrial
structure;

e Lithuania has low correlation with
the euro area.
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3 Methodology

The aim of this section is to describe the dataatitbors of this study use for the
analysis as well as to present the theoretical iranttechosen methodological framework.
First, time series and their composition are descti Further, the authors continue with the
neoclassical economic framework to explain the tolggind further econometric modelling.
Next, a decomposition of shocks following the melilogy of Blanchard and Quin (1989) is
presented. Finally, the authors describe the Kalfitti@r, which allows for the estimation of

time varying coefficients and judgements aboutet@ution in shock correlation over time.

Data

In this research the authors use quarterly dath@neal GDP and the consumer price
index (CPI) for the Baltic countries, Germany, Rasand the USA. Quarterly data is most
appropriate because the number of annual obsengagansufficient, whereas, according to

Boone (1997) using monthly statistics would introglioo much noise.

Real GDP is used for the estimation of supply skakit directly reflects the
production side of the economy, whereas CPI is fmetthe estimation of demand shocks.

The general formulae for the calculation of thege measures are presented below.

Real GDP is calculated by multiplying the GDP diitavith GDP in nominal prices.
The GDP deflator is calculated as a Paashe prasxin

lpa°=2w; "1, where
W — the weight of good j in the economy’s outpupériod T

I,-T’O— the price index of good | in the period T, congahaio the base period (0)

Laspeyres formula is applied to ceEtiConsumer Price Index:
ILATIOZZ'V\/J-O*I jT/O’ where
\4\9 — the weight of good j in the consumer baskeheliase period (0)
1;"°— the price index of good j in the period T, congusio the base period (0)
The data on real GDP and CPI for the Baltic Stag&smany, Russia and the USA is
available from the IMF statistics database. Tha gatiod is from the first quarter of 1995 to

the third quarter of 2009. Overall there are 5%otmtions on both variables

1 There are slight differences among the countries in the calculation procedure for GDP volume index
(whether chain-linked or base year methods is used) and the inflation definition (HCPI vs CPI). Details are
available from the authors or from the IMF International Financial Statistics browser for January 2010.
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Theoretical Framework
To explain the idea behind the estimation of mamwaemic shocks, the authors

depart from the theoretical AS/AD framework as diésc by Bayomi and Eichengreen
(1992). The simple AS/AD diagram is presented guFeé 1 below.

The aggregate demand curve (AD) is downward slopspwer prices motivate
increase in demand. Wages are assumed to be stittg short term (A9, consequently
aggregate supply curve is upward sloping in thetslio. However, the neoclassical supply
curve is vertical in the long run (Ap as the real wages adjust to the changes inrtte p

level (see Figure 1).

Prices AS,,

AS..

Y Output

Figure 1 AS/AD framework.

Further, the authors proceed with the analysisnpiaict demand and supply shocks
have on price level and the real GDP. The shotkd@ggregate demand makes the AD
curve shift to its new level ADboosting output and prices. In the long run thepsupurve
takes a vertical position and output returns t@its/ious levels, whereas prices adjust

upwards (see Figure 2).



Kristine Vasiljeva, Karolis Jasinskas 13

Prices

Y Y Output

Figure 2.Demand shock in AS/AD framework.

However, the shock to aggregate supply (for examptrease in productivity —
technological shock) has a different effect from ¢lhhock to the aggregate demand. If the
shock is positive the long run output potentiat@ases. This simultaneously shifts both short
run and long run aggregate supply curves to thd.rlg the short run prices start to follow
the increase in output. In the long run the pribesrease further with output increasing even

more (see Figure 3).

ASy, ASy’
AS,,

-
e
A

Prices

AS,,’

Y Y Y Output

Figure 3 Supply shock in AS/AD framework

Consequently, whereas demand shocks imply onlyggsam prices, supply shocks
represent changes in output. The direction of shackpposite: positive demand shocks lead

to an increase in prices while positive shockaufapsy cause a decrease in the overall price
level.
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Methodological Framework

The methodological framework applied in this wogtes back to 1989 when
Blanchard and Quin separated temporary and perrhaheoks using VAR. It was later
extended by Bayoimi and Eichengreen (1992). Thidystises the version developed by
Bayomi and Eichengreen which they applied for thelH countries to separate the shocks

as well as to trace their dynamics over time.
First, the infinite MA (Moving Average) process da@ modelled as:

Xi=Aogt + A1€r.1+ Agtrot AsErs TAsErat+ Astrs... OF

(1.0)
where Amatrices are impulse response functions of thekshitacthe variable X.

If X represents the change in output and priceggstdnds for demand and supply
shocks, the previous expression can be writteheasao-variable model presented below.

ﬂ_ﬂ

an =%5, =r (“11:‘ “1::\] [E.:':] (1.1)

Wy o/ LE

st

where Y, and Rare the logarithms of changes in output and priespectively, ancy: and
st are independent supply and demand shocks (erros}Yeand & ai,, as, a4 represent the

elements of matrix A

The theoretical framework presented above showatdigmand shocks have
temporary effects on output as opposed to supmgksh and both types of shocks have
permanent effects on prices. From above the cumelaffect of demand shocks on the
output should be equal to zero. Consequently, #ieat framework implies the following

restriction (1.2):

Lizplqy; =0 (1.2)

The model (1.1, 1.2) can be estimated using VARe®ging Xon all of its subsequent

elements.
X, =p X X, s+t B X, e, =
=(1-BW) e, =
=1+ B+ L) + e =
=e,+Dye, y + Do, ;+ Dze 3+ -,

& representing the residuals. (1.3)

Or, in more precise form, demand and supply shaoksdentified asyeand ..
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peo e P R o R b »
which equals
o= a-s ] = a s pw+ 5w+ [ @
or equivalently
e R e [ w9

To obtain the model estimated by equations (1.d)(&arR), the residuals from the
regression above have to be converted into shdckdetermine the model, equations (1.1)

and (1.6) are combined.

(i G- T (@ S "

Then we can express residuals via shocks:

- (snellr )mmen(Cat )] -l to

0Ny dyy ) TN Ay oy /) e st
218 Qa2

Further, matrix C is defined, wherg€¢; with four restrictions (for two-by-two case).
Two of the restrictions are simple variances ofitftevidual shock€yandes;, The general
assumption is to set these variances equal toTdreefinal assumption is zero covariance
(orthogonality) between the demand and supply shdélom the previous assumption we
can generate the third restriction defining ma#®»C’C which also equals the covariance

matrix betweengand ;.

The last important assumption for the C matrikeauniquely defined and for the
shocks to be identified is that demand shocks shoully have a temporary effect on the
output (restriction 1.2). However, this assumpi®related only to output, and responses of
prices are not determined by the restriction (raspe of the prices to can be seen as over-
identifying restrictions). Combining assumption figh the 1.8 gives us the following
model:

i) [t w9

“\Caq

Model 1.9 allows us to estimate demand and supplgks series of the structural

VAR model as proposed by Bayomi and EichengreefZ)L9
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Kalman Filter

Further, the authors apply the Kalman filter pragedas in Babetski (2004) to
calculate the time varying correlation coefficieafsupply and demand shocks between the
Baltic States and the EU represented by GermanyRasdia as alternative points of
reference. The main benefit from applying this rodtis the possibility of estimating the
robustness of correlation between macroeconomickshaf different countries in the

presence of structural changes, which is one oéitine of this study.

To start with, the Kalman filter consists of twgés of equations: the measurement
eqguation, which estimates the relationship betvieervariables and transition equations,

describing time-varying coefficients.

Measurement equation:

(x!=x2) = + b7 (X1 -xE) + i, (2.0
Transition equations:
(2.7)
;jk = H‘::j—‘l +ve
(2.2)

X is a vector of recovered structural shocks, wheatenotes a Baltic country, |
denotes Germany or Russia and k denotes the U3d. terms (1 and) are white noise
processes in this setting. Coefficientaiad h are time varying (see equations 2.1 and 2.2).

In case of convergence it is expected thahdb; will decrease to zero. A stable and
close to zero@oefficient implies the absence of idiosyncratiocits for a particular
country. Moreover, a significant and non-zeranfiplies that the United States (world) affects
countryi shocks more than threference country(Germany/Russia). Consequently, if the
right hand side of the equation 2.0 is equal to zigrere is no difference in the shocks

between the individual country and the referenaenty.

The Kalman filter represents a recursive algoritbnoptimally (by minimizing the
mean square error (MSE)) estimating the unknowarpeters gand k. To do this, one needs

to maximize a likelihood function given the infortizen available at time t.
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To be able to estimate the model the equations toeled specified in matrix form:

Measurement equation:

Y =AZ (2.9)
Transition equations: (2.9)

A=TiAc .,
(2.5)

1
Where?r = X_,-'r — X 2, = [_X'il.Xil‘:J y A= ['}:r JS:')JT = [; i\] and Ne = (TH.JI:::'

Moreover, the following assumptions are needed:

e The normal error term & has a mean of 0 and variance V; the error term n is also normal
and has a mean of 0 and a variance/covariance matrix Qg

* The error terms in the measurement and transition equations should be independent of
each other;

* A1 should be uncorrelated with & and independent of the error term n.
(see Boone, 1997).

Knowing V; and Q allows us to calculate Alsitial covariance matrix. Having the
starting estimate of foptimal forecasts of the unobservedtAl,...T) are computed using
the MSE criterion. Further, based on the assummtiorormality of the distributions, the ML

estimator of A can be obtained.

After values A; and Ry (and \f and Q) are obtained, a prediction about the value of
A at time t can be made (2.6-2.7).

J':I"l: ft—1 Tl:"j"l:—‘l (26)
P T.P_,T.+Q, 21

=1 lefr-1le
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Afterwards, the forecast is compared with the traleie. The difference will be the

usual one-step-ahead forecast prediction erroj (@t8 the covariance matrix (2.9)

v.=Y.-Y., =Y. —-ZA ,_, (2.€)

13 13 £/ t—1
2.
F.=ZP, ,I.+V. (29

e/ t—1
After one more period has passed it is possiblgtiate the prediction. The Kalman
filter works by such updating equations after esubsequent period in all sample (3.0-3.1).

-":1.* = -’;1:- fe—1 Pr Fr=1 Z;F:*_izr[:}'r - Zr-’qr ! r—1} (3C)
(3.7)

In practice the values of;\dnd Q are usually ignored at the beginning and some
initial proposed values are used to derive recarsalues of A P andv:. Then the obtained
estimates are plugged into the maximum likelihagatfion, which, in turn, gives out the
initial estimates for the Kalman filter. This presas also recursive until convergence is

achieved giving us the ML estimate of parameteso(i, 1997).

4 Empirical Findings

The empirical findings are divided into two paifbe first part describes the
sequence of the estimation process. This incluteeanalysis of data, the specifications of
the SVAR model, the process of recovering shockistlaa application of the Kalman filter,
concluded with the model robustness subsectiothdrsecond part the authors describe the

findings, the investigation of which is later conted in the discussion part.

Data Analysis

First the authors determine three periods of d&tiaiwthe dataset is split into for
further investigation. The first period stretchemnf the first quarter of 1995 up until the
second quarter of 2004 (inclusively), just befdre Baltic States joined the European Union.
The second period is called the pre-crisis perldek authors have chosen data from the first
quarter of 1995 to the third quarter of 2007 adalsein the pre-crisis period. The choice is
based on the fact that in the fourth quarter thet igns of the recession started to appear for
the majority of countries, with inflation and theat GDP growth rates becoming negative.
The third period is the whole time span of the seta The time periods are cumulative due
to the small number of observations available. Sushlit allows us to make a judgement
about the effect of structural economic changethercorrelations between shocks.
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The authors have checked for the stationarity eMdriables across different time
periods. Blanchard and Quah (1989) emphasize statty as the required condition for
disturbances to have no long term effect on the @athange in macroeconomic variables.
Besides classical ADF (Augmented Dickey-Fuller} tee authors have employed Dickey-
Fuller GSL and KPSS (Kwiatkowski-Phillips-SchmidtiB) tests as the former despite its
popularity has very low power in small samples &pkesee the results in tables below). The

tests are specified with intercept, but no timedras the data is already differentiated.

Table 2Stationarity tests (full time period)

Full Stationary at 5% sign. level Full Stationary at 5% sign. level
period | ADF | DF-GLS KPSS period | ADF DF-GLS KPSS
cpi_de | Yes Yes Yes gdp_de | No Yes Yes
cpi_ee | No No No* gdp_ee | No No Yes
cpi_lv | Yes No Yes gdp_Iv | No No Yes
cpi_It Yes No Yes gdp_It No No Yes
cpi_ru | Yes No No* gdp_ru | No** | Yes Yes
cpi_usa | No Yes Yes gdp_usa | No No No*

Note.*Stationarity hypothesis is not rejected at 1%msigvel **Unit root hypothesis is

rejected at 10%, but not 5% sign. level

Table 3Stationarity tests (pre-crisis time period)

Stationary at 5% sign. Stationary at 5% sign.

Pre-crisis level Pre-crisis level

period | ADF DF-GLS | KPSS period | ADF DF-GLS | KPSS
cpi_de Yes Yes Yes gdp_de No Yes Yes
Ccpi_ee Yes No No* gdp_ee | Yes No** Yes
cpi_lv Yes No No* gdp_lv Yes No No*
cpi_It Yes No Yes gdp_It Yes No No
cpi_ru Yes No No* gdp_ru Yes Yes No*
Ccpi_usa Yes Yes Yes gdp_usa | No No** Yes

Note.*Stationarity hypothesis is not rejected at 1%mslgvel **Unit root hypothesis is

rejected at 10%, but not 5% sign. level
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Table 4Stationarity tests (pre-EU time period)

Pre-EU | Stationary at 5% sign. level | Pre-EU | Stationary at 5% sign. level
period | ADF DF-GLS KPSS period | ADF | DF-GLS KPSS
cpi_de | No** | Yes Yes gdp_de | No No** Yes
cpi_ee | No No No* gdp_ee | Yes Yes Yes
cpi_lv | Yes No No* gdp_Iv | Yes Yes Yes
cpi_It Yes No No* gdp_It Yes No Yes
cpi_ru | Yes No Yes gdp_ru | Yes Yes Yes
cpi_usa | No Yes Yes gdp_usa | No No Yes

Note.*Stationarity hypothesis is not rejected at 1%nslgvel **Unit root hypothesis is

rejected at 10%, but not 5% sign. level

The results are inconclusive as tests often coictradch other. However there is no
variable which stationarity is rejected by all geat the highest significance level implying
that we do not have a perfect unit root conditidoreover, even if the variables are non-
stationary, the estimation of SVAR is possible aodfficients obtained are consistent and
have standard asymptotic distributions (Sims, Stouk Watson 1990). The same can be said
about the consistency of impulse response functiotize short and medium term (Phillips,
1996). Thus the authors proceed with the furthalyais precautionary taking this as the

limitation imposed by our data sample.

The SVAR model for each particular country is esti@d to obtain the residuals as
well as coefficient matrix to recover the shockse humber of lags is determined using
information criteria (subsequential modified LRttsstistic (at 5% significance level), Final
prediction error, Akaike information criteria, Scam information criteria, Hannan-Quinn
information criteriaj. The authors have chosen the lag length whickléected by the largest
number of information criteria. The number of ldgseach country is summarized in Table
5 below. The individual specification of lags f@od country is found to provide the results
which correspond to reality better and which dohmte heteregoneity bias attributable to

the models with uniform responses (Partridge & Riak, 2006).

2 We have chosen the common number of lags for all time periods to ensure comparability across them.
Usually countries had higher number of lags for the pre-EU period and lower for the two other periods.
We believe that this peculiarity comes from the short time series in the first period so we applied the
number of lags selected in longer time periods as it should be able to capture the long term structure of
an economy better. Details are available on the request.
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Table 5Lag selection for SVAR models

Country Number of lagg Country | Number of lags
Germany 2 Estonia| 6

Russia 5 Latvia 2

The USA 1 Lithuania 2

Alternatively, the authors also estimate the med#i a uniform number of lags, as
suggested by Eichengreen and Bayomi (1992). Ttieesichoose two lags as proposed by
Horvath and Ratfai in their previous research (308450, despite the fact that, according to
information criteria, two lags are the best chaaoéy for the half of countries, namely
Germany, Latvia and Lithuania, a higher numberrofarm lags leads to unstable SVARs
for one to four countries depending on the speatificm and time period chosen. The stability
of SVARs is assessed evaluating the moduli of eigleres. To satisfy condition for stability

eigenvalues have to lie inside the unit circle.

After estimating the SVAR model the authors obtamresiduals and apply structural
defactorization to estimate the matrix of coeffiteewhich would allow us to recover shocks
from the estimated residuals. Additionally, thiloais us to estimate the impulse response

function, which shows the speed of adjustment txlkst

The difference between the specifications is invthg the shocks are defined. The
specification of the model with individual numbéddags implies a non-synchronous
definition of shocks. This means that at any pwiritme the countries compared are affected
by preceding shocks from different periods. Thi#aum number of lags in turn implies
synchronous shocks, meaning that the timing oflshaad the adjustment periods across
individual economies are the same. The authors tlagsen the individual number of lags as
main specification because this would provide aameglistic picture about the economies
investigated, as the countries differ in their m@conomic processes. In the results section,
the authors also discuss correlation coefficiermmfthe uniform number of lags
specification to see the robustness of the modet@aexamine the impact the definition of

shocks has on the correlations between countries.

As a next step in studying the shocks the auhqul/dpe Kalman filter to estimate
the dynamics of shock convergence. The authorschisck lagged coefficients for
independent variable (expressed as the excessriof slwcks over the countries of

reference) in case shocks react with some timeTlag.Kalman filter model lag length is
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selected based on Akaike information criteria,isgtthe maximum length of the independent
variable in the measurement equation equal to fivéhe selection procedure the authors
have identified zero lag length of the independ@miable for all three Baltic States.
Moreover, neither the supply nor the demand shoefficients have proven to be significant

in any of the three periods we have the datasgilisin.

Model Robustness
The aim of this short section is to compare thaltedrom different model
specifications to be able to judge how stronglydhange in the shock definition affects the

result.

Overall, it can be said that the estimated modefopm robustly. Regardless of the
specification, most of the coefficients retain thegn and approximate magnitude.
Moreover, the change in the sign is present oniyighly insignificant coefficients, once

more emphasizing the stability of the models.

However, the significance of the coefficients chesmfpr some countries depending
on the specification chosen. This can be explametihe fact that despite the shocks,
countries experience in a given time period, gdhyease of the same direction, the exact
time when the shock hit the economy as well aathaestment time might differ across
countries. Using a uniform number of lags impliatoaatically imposing initial symmetry
in shocks as in Bayomi and Eichengreen, 1992. kesi#he results easier to compare, but the
authors believe that this restriction can be loeddan order to make the estimation

correspond to reality better.

Additionally the model with individual numbers @gs varying both across countries
and periods was estimated; however, this modelditsaot yield significantly different
results from the two above. The results of the rhadeavailable from the authors on

request.

5 Results

In this section the authors proceed with the eroglifindings. First, the impulse
response functions are described; next the authorgo the shocks correlation coefficients
themselves and make a comparison between the gsdliom two specifications of lag

length. Finally, the results for the Kalman filtavefficients are presented.
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Impulse Response Functions
From looking at the impulse response functions @qujx A), one can observe that

countries have quite dissimilar adjustment processease of shocks.

Germany and the USA have very smooth and robusatlsepgesponse functions
which have not changed much during all three tiexogs investigated. This can be seen as
a sign of their strong and large economies. Thailsgresponse function of Russia is robust
as well, but it is more spontaneous than the Gemn#@merican ones. This proves that the
Russian economy, despite being large and stromgoie volatile in case of a shock. As it
was pointed by Brunat and Richet in 2008 this sténom the fact that the Russian GDP is
highly dependent on trade of natural resourcedngad instability in public financing and

structural misalignments.

Our main countries of interest are the Baltic Stat®oking at their impulse response
functions we see that they exhibit changing pati@plying that economies are not as stable
as the large countries presented above. This isdb@s the Baltic States are very young and
open economies which have just recently (20 yesasarated from the USSR. Estonia and
Latvia have a very strong change in their impuésponse functions if we add the crisis
period to the estimation period. Especially notideavas the change in the impact of
inflation shocks. The response of Latvian inflation to a demand ktmmzame especially
vulnerable and even not converging. This is ngbissing due to the soaring growth of
inflation Latvia started to experience as a residconomy overheating which continued for

some months also in the recession time and thewioih sharp decline in it.

An interesting observation is that Lithuania expeces only a modest change in the
impulse response function pattern if we includedhgs period. The possible explanation for
this might be the fact that Lithuania was the &mbng the three Baltic countries to enter the
crisis. Moreover, from our data one can see thidwulainian real GDP growth (year-on-year
change) became negative only in the fourth quaft2008. So our data series might include

too few observations in crisis period to see whatédffect they had on Lithuania.

To conclude, the economies of Latvia, Lithuania Bstbnia remain quite sensitive
and unstable in response to the shocks, which @sptiat even if the shocks in the Baltics are

symmetric with the EMU, it will take a different fpeand time for every country to respond,

3 The authors believe that this stems from the change in inflationary expectations and also the fact that
real GDP declined more than inflation when the crisis hit.
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especially if we compare the Baltic States with edange strong economies.

Correlations

After the authors have recovered the structuratishérom the model the correlation
coefficients between them are estimated. Firstctineelation coefficients are calculated
between the Baltic States and Germany and Russcnalows us to judge whether young
economies are better aligned with the EU than Ritsia, and how this alignment changed
over time. Secondly, the authors estimate the ladioe coefficients among the Baltic States
themselves to see how well they form a homogenousgpgof economies. As already
mentioned, the authors perform the analysis usirgspecifications: one with the number of
lags tailored to the macroeconomic patterns ofriliridual country to give more realistic
picture and the second with the uniform numbergtlto impose the symmetry of shocks.
The results can be seen in Table Appendix B.
The Baltic States vis-a-vis Germany.

First, the authors analyze the demand shocks isgheification with the individual
number of lags. Overall, most of the demand shacketation coefficients are of positive
sign (seven if the individual number of lags is legap six if the uniform number of lags is

chosen).

However it should be noted that only Estonia exhkibignificant positive correlation
of demand shocks with Germany (30%) and it happehsin the period which includes the
participation of the Baltic States in the EU. Ferthhore, when the crisis is included in the
estimation period, this relationship disappearsthedoefficient becomes highly

insignificant.

Lithuania instead shows a borderline significaegative correlation of 29 % (at 10%
significance level) with German demand before th#i8 States joined the EU. Later the
negative correlation with Lithuania also decreagdigihtly and becomes insignificant (p-value

of 12 percent)

If we look at the specification with the uniformmber of lags the correlation of
Estonia with Germany becomes smaller and insigaiticThe Lithuania is not affected as it
has the same number of lags in both specificatiostvia has the correlation coefficients of

positive sign; however they are also of small magia and highly insignificant.

Turning to the supply shock correlation, againydestonia has a significant positive

shock correlation with Germany. In case of the Bpation with the individual number of
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lags, the correlation holds for both the pre-cr{8i8%) and the full time periods (increasing
to 41%). In case of the uniform number of lagsdbeelation of 27% is significant only in
the full time period. However, all three stateslinperiods have positive supply shock
correlation coefficients with Germany independewofigpecification; this indicates that the
Baltic States are trying to adjust their productiorcorrespond to European structure.

The Baltic States vis-a-vis Russia.

Next, the authors analyze the demand correlapeifficients with Russia. In the
specification with the individually selected lagdyLithuania shows a highly significant
positive (40%) correlation with Russia in the fiithe period. Estonia shows a 23%
correlation at a significance level just above 10@e impose the uniform number of lags
this strong correlation still remains and both lLat@nd Estonia have relatively high (25-
26%) correlation with Russian demand shocks (at &@fificance level), while Lithuania
has even higher correlation of 35% (at the 5% S§izanice level). A noticeable observation is
that the demand shock correlation of the BaltiteStavith Russia is positive in all periods
(eight coefficients are positive in specificatiorthwthe individual number of lags and all
coefficients are positive if the uniform numberdadgs is applied). The Baltic States still
actively trade with Russia and are dependent omitag Russian energy, and this has
synchronized the demand shocks.

One should not be surprised about the trade irapogtfor shock correlation as the
CPI measure already includes also import pricasseguently, contributing to higher
correlation of estimated demand shocks in casetdearhave important trading relationships
(Fidrmuc, and Korhonen, 2006).

Further the authors look at the supply shock catiet with Russia. The supply
shock correlation with Russia is negative almostfbcountries and all periods (six
coefficients are negative in the specification with individual numbers of lags specification
and all are negative if the uniform number of lagshosen) which is contrary to the situation
with demand shock correlation. Despite this coesaisy in sign, the majority of the
correlation coefficients are insignificant. The atge sign of the coefficients indicates that
after the fall of the USSR the Baltic States hagerbreorienting their production from the
requirements of Russia to the needs of the EU.

The coefficients are significantly negative forwiatand Lithuania of (both -32% at
the 10% significance level) only in the period befthe Baltic States joined the European

Union (a specification with the individual numbdrdags). In turn, if the uniform number of
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lags is applied the correlation with Lithuania ageges and becomes insignificant. The
significant negative correlation of Latvia with Ries holds longer in this case, and it also
continues at a value of -28% in the period wherBhkic States had already become
members of the EU.
The Baltic States as a group.

The results for the Baltic States are presemddble 2b Appendix B. Findings show
that the countries form quite a homogeneous argania being slightly separated from the

other two states.

Considering demand shocks, Latvia and Lithuaniavdhighly significant positive
correlation of 42-45%. The evidence with respedEdtonia is diverse. In case of the
individual number of lags Estonia is highly sigo#ntly correlated with the other Baltic
States, with coefficients in the 30-46% range, delpgy on the time period. However, if the
authors choose the uniform number of lags the taima (with both Latvia and Lithuania) is

high and significant only in the time period whée trisis is included.

Looking at the supply shocks the situation is \&@milar to that presented above.
Lithuania and Latvia are highly and significanttyrielated. Correlation coefficients for these
two countries are in the range of 44-48% dependmthe time period and specification
chosen. Estonia shows significantly high supplyc&hmorrelation (25-35%) with the other
two Baltic States only in the full time period.dase of the individual number of lags

selected Estonia correlates only with Latvia irh fuhe period.
Kalman filter

Finally the authors describe the results for théria filter. The results are shown
Appendix C. None of the coefficients are significamplying that the Baltic economies are

still very volatile and unstable and convergenaepsses are not robust.

Latvia has larger coefficients in all time periodbis fact is not surprising, given the
development of inflation in Latvia. The Kalman dittcoefficients become especially large for
Latvian and Lithuanian demand shocks during th@scrEstonia has big coefficient for
impact of all other world over Russia in full tiperiod as well. This shows that the Baltic
countries have large idiosyncratic fluctuationsahhtannot be explained by the impact of
the German or Russian economies. No exception#ficdeats are observed that would be
related to supply shocks. Only Estonia has quié kbefficient describing the impact of all

over the world over Russia on Estonian domestiplsughocks; but this country also was the
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fastest to reallocate its production towards expgrto Finland and the EU. The graphs of the
time varying coefficients also do not show presesfogdear convergence process (due to the

limited length of this paper the graphs are avéldtom the authors on request).

6 Discussion

In this section, the authors discuss the findingsarrelations with Germany for each
Baltic country and compare them with the previasearch while also introducing the
impulse response functions and findings from theré&a filter into the analysis. In parallel,
the authors present the conclusions about the ingbd&tussia on the Baltics to see whether
the countries were able to reorient themselvesridsvhe economies of the eurozone.
Additionally, the authors discuss the effect therent crisis had on the shock correlations

between the Baltic States and the countries ofente.

Estonia

Based on the results, the authors propose thahiassomost prepared for adoption of
the euro. This is consistent with the majority oé\pous findings, for example, Nabil (2008),
Eickmeier and Breitung (2006), Artis et al. (200Bgrger et al. (2004), Traistaru (2004),
Korhonen (2003). Estonia is the only country whesthibits positive and mostly high supply

and demand shock correlation with Germany in aliqols and specifications.

Estonia was the fastest to build trading links wita EU, with Finland being its major
trading partner. Estonia was also able to develsipaang banking system with an
independent Central Bank and a currency board exgehiate regime earlier than the other
two Baltic States (Lainela & Sutela, 1994). Theya widespread belief that Estonia was able
to build better institutions and therefore als@adtice more certainty and attract more
foreign direct investment into the country (Bg, 8D\l of these factors played a large role
in making Estonia a front-runner among the Baltartries and making it more aligned with
the EU. Furthermore, both historically and cultlyr&stonia has been a more distinct entity
compared to the other two Baltic States and thisdmaeffect when the Baltics stopped being
a part of one large country. Thus, it is also n@nticipated that Estonia has imperfect
business cycle allocation with the two other BaBitates which have very strong correlation
of macroeconomic shocks between themselves imad periods.

Turning to Russia, Estonia does not show any strobgst relation with that country.
It has the highest supply shock correlation witls&a in pre-crisis period; however, in no

specification was it significant (in the specificat with the uniform number of lags it
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actually was slightly negative). Whereas thereose evidence that demand shocks start to
be correlated during the crisis, this borderlirgngicance appears only in the specification
which assumes symmetric shocks. This relationshipptetely disappears in individual
specifications.

Although there are strong signs of real convergeow@rds the EU levels, the
authors would argue that one should still be castio the Estonian case. First of all, demand
correlation disappears during the crisis time, ymg that the effect of joining the EU was
not strong enough to hold in times of recessiontédwer, insignificance of time varying
coefficients obtained from the Kalman filter onipplifies our concerns as it proves that the
correlation was also not robust enough before tisesscThe same is related to the change in
the impulse response functions, signifying thatahsis had an important effect on the way
the Estonian economy responds to the shocks, andhik might affect the future structure of

the Estonian business cycle and its correlatioh thié business cycles of other countries.

Latvia

Latvia has shown very idiosyncratic behaviour asost unstable economy of the
Baltic States. This can be seen both from the langkinsignificant coefficients obtained
from the Kalman filter and also from the extremelynerable impulse response function in
the full time period (especially for inflation). #d, looking at reality, Latvia has experienced
huge fluctuations in its main macroeconomic indcaduring the last years: be it GDP

growth, inflation or current account balance.

The correlation of shocks for Latvia does not stamy robust positive or negative
correlation with Germany in any of the time peristisdied, pointing once more at Latvian
instability from a macroeconomic point of view. fag Russia, Latvia shows significant
negative supply shock correlation until the BaBiates joined the EU (in case of the
specification with the uniform number of lags theationship last until the crisis); however,
this correlation later diminishes and becomes mfigant. The Latvian correlation of
demand shocks with Russia behaves in the same sMay Bstonia: it becomes significantly
positive only if we consider the whole data peraod use the specification with the uniform
number of lags. This shows that there is still seim@act coming from trade with Russia, but
it is not as strong as for Lithuania as the other Baltic States trade significantly less with

Russia and more with the EU.

Previous research also is not unanimous aboutdratase. Depending on the time
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period studied and approach chosen the countoguisdfto be integrated with the euro area to
a different extent. So, Lattemae (2003) and to sdewygee Babetski, Boone, Maurel (2002)
propose that Latvia follows Estonia on its way todgthe eurozone, whereas Blaszkiewicz
and Wozniak (2003) actually do not witness convecgdbetween Latvia and the EU.

Overall the authors conclude that Latvian econoasy ot stabilized yet to painlessly
join the euro area. However if it is able to lerom the past and pursue balanced economic

growth in the future Latvia has all chances toH®ertiext candidate for the euro adoption.

Lithuania

Lithuania has appeared to be better aligned witssRwurather than Germany. It
actually shows mostly negative demand shock cdroelavith Germany (which is also
significant in the time period before the Baltiates joined the EU), whereas the demand
correlation with Russia is highly significant anaisgiive independent on the specification
chosen. This is easily explained by the fact thiétuania is more dependent on the trade with
Russia. In 2008 Russia constituted 30.1% of Litheraimports whereas for other Baltic
States trade with Russia amounted to only aroufitl atheir trade volumes (The
Investment and Development Agency of Latvia, nitke Lithuanian Development Agency,
n.d.; the U.S. State Department, n.d.). Our commtuis similar to the previous findings by
Eickmeier and Breitung (2006), Korhonen (2003),iSteau (2004), and Latteméae (2003)
who also discussed that Lithuania is least prepmetthe eurozone.

Despite the observations presented above, onedsheuwareful to say that Lithuania
might diverge from the other two Baltic Stateshe future. Firstly, the strong positive
correlation with Russia appears only when thespsirriod is included. Secondly, the
coefficients obtained from the Kalman filter arghtly insignificant and large also for the
relationship between Lithuania and Russia.

Moreover, Lithuania has a negative supply shocketation with Russia, but a
positive relation with Germany. Neither of thensisong enough to be significant over time
but the signs of the correlation coefficients ramthie same in all time periods, suggesting
that the Lithuanian economy is gradually becomiatidy aligned with the eurozone.
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7 Conclusion

The main finding of this study is that Estonia, trary to widespread belief, is not
that well prepared for joining the eurozone in giti@um Currency Area context. This is an
important warning, since the good alignment of @coies is the key prerequisite for a
country wishing to participate in a monetary unéd avoid a costly adjustment process in

case of asymmetric shocks.

In this paper, the authors have investigated thdiness of the Baltic States to join
the eurozone by analyzing the correlation of mamwonemic shocks between the Baltics and
Germany obtained from SVAR structural decompositiomassess whether the shocks are
indeed converging the Kalman filter procedure isdjglescribing a time varying shock
interdependency. In parallel, the authors haveopedd the same analysis for Russia, which
has been the determinant of Baltic economic devedoy for several decades in the past.

Below, brief results on each country are summarized

Estonia has been the front runner of the BaltiteSt{abeing best prepared for the
eurozone among the three countries. It mostly Hasga positive and significant correlation
with Germany of both demand and supply shocks. ibe#ps fact, a deeper analysis has
shown that Estonia is still a very unstable anddtgmeveloping economy, and it is also
subject to macroeconomic vulnerability, though tesser extent than the two other Baltic
States. Importantly, the authors are not ableeatifly any robust trend of Estonian
convergence with Germany over time, implying tiet ¢stimated correlation is not yet stable
enough to ensure sustainable performance in thetagnunion.

In turn, the Latvian economy has behaved in thet mlassyncratic way and has faced
large imbalances. Due to this fact, it is imposstol identify any stable relationship with
either of the reference countries. However, thasif the reorientation of Latvian
production from Russia towards the eurozone asadir present. This implies that if Latvia
succeeds in stabilizing its economy it has a paktt become the next prospective

candidate for joining the EMU.

Lithuania had asymmetric demand shocks with Gerniatlye past, which continue
also as the country joined the EU. Lithuanian agate demand is still influenced by Russia,
its largest trade partner. Nevertheless, the asithenify realignment of Lithuanian supply
shocks towards the shocks that German productiparences. This makes the processes in

the Lithuanian economy similar to the Latvian sitora and implies that Lithuania also has
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good chances of becoming more interrelated witloesn economies to painlessly join the

eurozone in the future.

The study provides clear evidence that none oBtildc States are completely ready
for the euro yet. The authors have proven that ections with Russia continue to play an
important role for the Baltic economies, especiédlyLithuania, — mainly through trade and
energy dependence. However, the Baltic countrige hlaeady done a considerable job in
rebuilding their economies after the disintegratbdthe USSR, and the obvious signs of this
process are presented in this paper. To condbdguthors would like to emphasize that the
convergence process with Germany has startedlfthraé Baltic States, Estonia being the
leader; but the findings show that there is stillay to go to achieve stable macroeconomic

alignment with the eurozone for each country.
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Appendix A
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Figure 1lalmpulse response functions for Germany (fromtieftight: full time period, pre-crisis period, pEtJ period).



Kristine Vasiljeva, Karolis Jasinskas

40
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Response of GDP_LT to Structural
One S.D. Innovations

2.0

—— Demand shock ---- Supply shock

Response of CPI_LT to Structural
One S.D. Innovations

1.5

1.0

0.5+

0.0

7 8 9 10

’ —— Demand shock ---- Supply shock‘

Response of GDP_LT to Structural
One S.D. Innovations

1.6

—— Demand shock ---- Supply shock

Response of CPI_LT to Structural
One S.D. Innovations

1.2

0.8

0.4

0.0

2 3 4 5 6 7 8 9 10

’ —— Demand shock ---- Supply shock‘

Response of GDP_LT to Structural
One S.D. Innovations

2.0

—— Demand shock ---- Supply shock

Response of CPI_LT to Structural
One S.D. Innovations

1.5

1.0+

0.5

0.0

2 3 4 5 6 7 8 9

’ —— Demand shock ---- Supply shock‘

Figure 3almpulse response functions for Lithuania (from teftight: full time period, pre-crisis period, pdJ period).
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Appendix B
Shock Correlation

Table 1bSupply and demand shock correlation table betweemaltic States and

Germany/Russia

Individual number of lags Germany Russia

Demand full time | pre-crisis| pre-EU full time pre-crisis| pre-EU
0.1867 0.0293 | -0.0399 0.1807 0.1198 | 0.0810

LV (0.1642) | (0.8417) | (0.8171) (0.2093) | (0.4500) | (0.6761)
0.0536 -0.2223 | -0.2869* | 0.4006*** 0.0625 | 0.3090

LT (0.6919) | (0.1248) | (0.0898)| (0.0039) | (0.6942)| (0.8735)
0.1028 | 0.2989** | 0.0666 0.2343 0.0028 | -0.0155

EE (0.4637) | (0.0461) | (0.7173) (0.1015) | (0.9857) | (0.9364)

Uniform number of lags - 2 Germany Russia

Demand full time | pre-crisis| pre-EU full time pre-crisis| pre-EU
0.1867 0.0293 -0.0399 0.2566* 0.0814 0.0079

LV (0.1642) | (0.8417)| (0.8171f (0.0636) (0.5984)] (0.9656
0.0536 -0.2223| -0.2869* | 0.3449** 0.0086 0.0717

LT (0.6919) | (0.1248)| (0.0898)| (0.0114) (0.5627)] (0.6965
0.0584 0.1816 0.0424  0.2477* 0.0712 0.0727

EE (0.6854) | (0.2118)| (0.8060 (0.0737) (0.6419)] (0.6925

Individual number of lags Germany Russia

Supply full time | pre-crisis| pre-EU full time pre-crisis| pre-EU
0.0486 0.1303 0.0343 0.0686 -0.20§ -0.3199*

LV (0.7194) | (0.3720)| (0.8427 (0.6120) (0.185 (0.0907)
0.1485 0.2038 0.2028 -0.0446 -0.237 -0.3170*

LT (0.2702) | (0.1601)[ (0.2355 (0.7584) (0.139 (0.0938)

0.4110** | 0.2703* | 0.1537 -0.0597 0.1822 0.1960

EE (0.0022) | (0.0725) [ (0.4009 (0.6804) (0.2481) (0.3080)

Uniform number of lags - 2 Germany Russia

Supply full time | pre-crisis| pre-EU full time pre-crisis| pre-EU
0.0486 0.1303 0.0343 -0.1781| -0.2832* | -0.3003*

LV (0.7194) | (0.3720)[ (0.8427 (0.2020)| (0.0594) | (0.0949)
0.1485 0.2083 0.2028 -0.1507 -0.2079 -0.21018

LT (0.2702) | (0.1601)[ (0.2355 (0.2814) (0.1705) (0644

0.2665** | 0.2073 0.1345 -0.1768 -0.0249 -0.0460
EE (0.0451) | (0.1529)[ (0.4343 (0.2054) (0.8711) (0302

Note.*p<0.1, **p<0.05, ***p<0.01
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Table 2bSupply and Demand shock correlation table amondtdec States for all periods

Individual number of lags full time pre-crisis pre-EU
Demand shocks LV LT LV LT LV LT
0.4484*** 0.4236*** 0.4235**
LT (0.0005) (0.0024) (0.0101)
0.4295*** | 0.3012** | 0.3787** | 0.3655** | 0.4114** | 0.4573***
EE (0.0013) | (0.0284)| (0.0103) | (0.0136) | (0.0193) | (0.0085)
;Jnlform number of lags — full time pre-crisis pre-EU
Demand shocks LV LT LV \LT LV LT
0.4484*** 0.4236*** 0.4235**
LT (0.0005) (0.0024) (0.0101)
0.2489* | 0.2797** | 0.0232 0.0950 0.1494 0.1773
EE (0.0619) | (0.0351)| (0.8743) (0.5163) (0.3845)  (0.3009)
Individual number of lags full time pre-crisis pre-EU
Supply shocks LV LT LV LT LV LT
0.4822*** 0.4361*** 0.4402***
LT (0.0001) (0.0017) (0.0072)
0.2861** | 0.1539 0.1547 0.2158 -0.0527 0.2319
EE (0.0378) | (0.2713)| (0.3102) (0.1546) (0.7767 (0.2017)
;Jnlform number of lags — full time pre-crisis pre-EU
Supply shocks LV LT LV LT LV LT
0.4822*** 0.4361*** 0.4402***
LT (0.0001) (0.0017) (0.0072)
0.3457*** | 0.2486* 0.1058 0.1307 0.2063 0.1663
EE (0.0084) | (0.0623)| (0.4693) (0.3703) (0.2274)  (0.3324)

Note.*p<0.1, **p<0.05, ***p<0.01
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Table 1cKalman filter coefficients table

Kalman filter

Supply shocks

Reference country

Germany

Demand

shocks

Reference country

: Germany

full time period pre-crisis period pre-EU period Il fime period pre-crisis period pre-EU period
a B A b a b a b a b a b
LV 0.2928 | 1.7236| 0.7151 | -0.5195| 0.9844 | 1.4674 LV -3.5632| -4.2781] 1.1154 | 2.8025| 0.8598 | -2.3601
(0.9325)| (0.7672)| (0.8306) | (0.9401) (0.7529)| (0.9056) (0.2607)| (0.5139)| (0.7517)| (0.6967)| (0.8027)| (0.7267)
LT 0.0684 | 1.1103| 0.2462 0.1698| 1.1929 | -0.1061 LT 0.5879 | 5.9633| 1.5857 | 1.2425| 0.2746 | 1.1427
(0.9842)| (0.8488)| (0.9413)| (0.9804) (0.7028)| (0.9932) (0.8528)| (0.3628)| (0.6528)| (0.8628)| (0.9364)| (0.8656)
0.1893 | 0.8952| 0.4762 0.4778| 0.5281 | -2.0819 -0.9357| -0.9693 0.0931 | -1.5681 0.5361 | 0.7165
EE EE
(0.9563)| (0.8778)| (0.8867)| (0.9449) (0.8659)| (0.8664) (0.7677)| (0.8824)| (0.9789)| (0.8273)| (0.8762)| (0.9155)
Supply shocks Demand shocks
Reference country: Russia Reference country: Russia
full time period pre-crisis period pre-EU period Il fuime period pre-crisis period pre-EU period
a B A b a b a b a b a b
LV -0.1394 | 1.1298| 1.2031 0.6065| 0.7754 | 1.2787 LV -1.5575| 3.5838| 1.6929 | 1.9299| 0.4423 | 1.3331
(0.9832)| (0.8064)| (0.7080) | (0.9277) (0.8580)| (0.8332) (0.6974)| (0.4908)| (0.5890)| (0.7916)| (0.9049)| (0.8096)
LT 0.3076 | 0.9365| 0.5835 0.6542 | 0.3877 | 2.2029 LT -1.6854 | -3.1354 1.7662 | -0.3959 0.0329 | -2.0278
(0.9629)| (0.8390)| (0.8559)| (0.9220) (0.9287)| (0.7168) (0.6740)| (0.5466)| (0.5729)| (0.9568)| (0.9929)| (0.7140)
EE 0.2860 | 1.0111| 0.6301 0.8775| -0.7195| 2.8504 EE -0.1237| 2.0043| -0.7427| 0.1552| 0.6591 | 1.0291
(0.9655)| (0.8264)| (0.8445)| (0.8955) (0.8682)| (0.6388) (0.9746)| (0.7000)| (0.8126)| (0.9830)| (0.8587)| (0.8525)

Note.P-values in parentheses.



